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Abstract— A Machine Learning (ML) project does not deal with a typical software project. Indeed, learning modeling differs completely 

from strict programming based on rules and exceptions and how to approach this type of project. A 100% agile method will not necessarily 

work, at least not at all stages. And to succeed his project of Machine Learning is therefore to respect some steps that we will address in 

the following. 

 

Index Terms— Machine Learning -  Algorithms -  Project -  Modeling -  Clustering - Evaluation and scoring - Data Preparation 

 

——————————      —————————— 

1 INTRODUCTION                                                                     

achine Learning is an artificial intelligence technology 

that allows computers to learn without having been ex-

plicitly programmed for that purpose. To learn and grow, 

computers need data to analyze and to train on. 

If Machine Learning has been around for a while, its pre-

cise definition remains confusing for many people. Specifical-

ly, it is a modern science for discovering patterns and making 

predictions from data based on statistics, data mining, pattern 

recognition and predictive analysis. The first algorithms were 

created in the late 1950s. The best known of them is none oth-

er than the Perceptron which is a supervised learning algo-

rithm of binary classifiers (separating two classes) (Collins, 

2002). It is a type of linear classifier, and the simplest type of 

artificial neural network. A network of artificial neurons is a 

computer system inspired by the functioning of the human 

brain to learn (Maind, 2014). 

And because a problem of Machine Learning is often com-

plex to solve, breaking the problem into smaller steps will fa-

cilitate the management of his project and this is what we will 

demonstrate in this article in which we will go through the 

different stages and we will see above all the main elements 

for a Successful project using the machine learning technique. 

 

2  STEPS TO SUCCESSFUL MACHINE LEARNING 

PROJECT 

A machine learning project is not a computer project like the 
others because it is not a classic development project and 
therefore has its own constraints but above all it will need 
great flexibility and regular readjustments. 
The Machine Learning project does not deal with a typical 
software project. Indeed, learning modeling differs completely 
from strict programming based on rules and exceptions. So, of 
course, the same goes for how to approach this type of project. 
A 100% agile method will not necessarily work, at least not at 
all stages. 
To succeed in such a project, it is necessary to respect the fol-

lowing steps: 
1. Access & Data Analysis 
2. Data Preparation 
3. Modeling 
4. Evaluation and scoring (Iteration) 
5. Deployment (Regular Re-evaluation / Iteration) 

It should be noted that if these phases are to be performed 
separately, in reality we will be more in an iterative approach. 
For example, a model adjustment is only possible if new fea-
tures are added, so we will have to go back to phase 2 and 3 to 
add these new variables. Similarly it will be interesting in 
some cases to test new algorithms to test the relevance and 
level of error of our model (Snoek, 2012). 
In what follows, we will go through all these different stages 
and we will mainly see the main elements to remember during 
the project. 
 

2.1 Step N ° 1: Definition of objectives 

While this step may seem obvious, it is nonetheless vital for 
the success of the project. Beyond the underlying business 
problematic, we need to determine what type of problem we 
need to solve. For this we need to know if we have experi-
mental data with results or not (or even partial) to determine if 
we approach a problem of supervised or unsupervised type. 
Then what is the typology of the problem to solve: 

1. Regression 
2. Classification 
3. Clustering 
4. Ranking 
5. System of recommendations 

 

For each typology, there are one or more algorithms that ad-
mit a particular mode to solve or at least approach the prob-
lem. 
 
The following table is intended to summarize some of the 
most commonly used ML algorithms: 

 

M 
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Learning Algorithm Typology Comments 

 

 

Linear Regression 

(univariate/multivariate) 

 

 

Supervised 

 

 

Regression 

This is the most common 

and simplest mode of ML. 

The idea here is to make the 

model guess the equation 

that will allow future 

predictions. The univariate 

mode has only one variable 

(characteristics), it is 

therefore a simple straight 

line (y = ax + b) as for the 

multivariate mode it takes 

into account several other 

characteristics (attention to 

the normalization of the 

variables). 

 

Polynomial Regression 

 

Supervised 

 

Regression 

This is a particular exten-

sion of multivariate 

regression. To put it simply, 

the idea is to have a curve 

rather than a straight line 

(we are no longer in 

linearity) 

 

Regulated Regression 

 

Supervised 

 

Regression 

The idea here is to improve 

the regression models by 

adding shrink / penalty 

notions in order to reduce 

the space and thus remove 

the gross errors of the 

model. This is clearly a 

method of regularization. 

Penalty features: Regres-

sion Ridge, Lasso, Elastic-

Net 

 

Naives Bayes 

 

Supervised 

 

Classification 

It's a classifier. Certainly 

the most used it is based on 

the probability law of 

Bayes. Its particularity: it is 

based on the fact that the 

characteristics are inde-

pendent of each other. 

 

 

 

Logistic Regression 

 

 

Supervised 

 

Regression 

It is a classifier widely used 

because of its linear side. Its 

cost function is based on log 

loss, which strongly 

penalizes false positives & 

negatives. 

K-NN (K nearest neighbors) Supervised Classification Algorithm based on the 

proximity of the observa-

tions. 

 

Random forest 

 

Supervised 

Non Supervised 

 

Classification 

Fast, robust and paralleliz-

able. The idea is to train 

several decision trees on 

random and different 

subsets of your dataset. In 

the end a democratic vote of 

your different groups gives 

you the prediction. 

SVM (Support View Machine) Supervised Non 

Supervised 

Classification Of type regression or 

classification. Very adapted 

to the classification of 

complex data but of 

reduced sizes. 

 
Table 1. Most commonly used ML algorithms 

2.1. Step N ° 2: Access & Data Analysis 

 

Here is a crucial step in which you will have to rework the 

data (features or variables). This is an essential operation be-

cause Machine Learning's algorithms do not accept any type 

of data. This is a necessary operation to refine the variables so 

that they are better managed by these same algorithms. 

 

Data splitting 
 

First you work with a dataset. You will have to cut it in two 

parts (minimum): 

 

 Training Data: A subset for learning a model. 

 Test data: A subset for the evaluation of the mod-

el. This dataset should not be used in the design of 

the model! 

 

This division you will manage it from predefined functions for 
example via "sklearn.model_selection.train_test_split"; it is 
cross-validation and a resampling procedure used to evaluate 
machine learning models on a limited sample of data. But 
nothing is ever so simple because the way you're going to cut 
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up your data can be too big on your model. At this level al-
ready it will be necessary to be subtle and test several possibil-
ities as "sklearn.model_selection.KFold" (Kahandagamage, 
2017).  
 

Data analysis 

 
This is an equally important step in which you will have to: 

1. Make an inventory of your data (data type) to de-
fine: 

2. Typology: Digital, temporal, text, binary, etc. 
3. Categorical variables, discrete or continuous varia-

bles? 
4. Number of observations (number of lines)? 
5. Number of features / variables (number of col-

umns)? 
6. Detect if you have forgotten and especially decide 

what you will do (delete or simply alter them) 
7. Detect missing values 
8. Detection of correlated variables / features 

At this level, it is essential in my opinion to have a good 
dataviz tool! 

2.2.   Step 3: Preparing the data 

Step N° 2 makes it possible to make a complete inventory of 
the data which you have, you will have now to prepare your 
features / variables so that they can be used by algorithms of 
Machine Learning. 
To resume the previous points: 
 You only need data (variables) in digital format. If you 

have type data: 
1. Date: Apply formulas to transform them into peri-

ods, etc. Why not add aggregations on slippery 
windows (on the week, the month, the year before)? 

2. Categorical: Use One-Hot encoding whenever pos-
sible. If you have too many variables, reduce the 
scope by grouping. 

3. Text: you will certainly have to cut, reformat your 
data to have categorical data 

 If you have missing information (Null) 
1. Delete the entire line if you really have a lot of data 

(not recommended but sometimes you will have no 
choice) 

2. Replace them with a value, the median value, the 
average, etc. 

 Scaling the numerical values (feature scaling) 
 Going to logarithm when variables have extreme values. 

This reduces their importance. 
 
This step is also called feature engineering! (Domingos, 2012) 
Another important aspect is the management of its datasets: 
the creation of work datasets. If you have a unique dataset you 
will have to build a training dataset and a test game! 

2.3. Step 4: Modeling 

During this step you will choose the machine learning algo-

rithms that seem best suited to you. 

Depending on the problem you are going to deal with, you 
have the choice of algorithms, draw and test! This phase can 
be long (time) because training is a very heavy task especially 
when you have a lot of data (which is also recommended). 
The difficulty is not in this choice but rather in the adjustment 
of hyper-parameters that you will have to do in order to ob-
tain a powerful model. 

2.4.   Step 5: Evaluation & scoring 

Your algorithm thus chooses and the hyper-parameters are 
adjusted, you will have to validate your model. It's impossible 
not to enter an iterative mode in which you will fumble with 
these hyper-parameters. Do not hesitate to use third-party 
tools or approaches such as search by gille (grid-search). 
Be careful especially over-fitting (or over-training) that will 
give you the illusion of a good model! 
Indeed if you exceed a certain score (around 95%) it is likely 
that your model is high-performance but for your training 
data. So try it with the test data, you will certainly be sur-
prised! 
Regarding how to measure performance it differs according to 
the type of problem but also according to what you really 
want to measure. Several measures are available (non-
exhaustive list): 

 Classification 

1. Confusion matrix 
2. ROC Curve 
3. Accuracy / Reminder 

 Regression 

1. Prediction error 
2. XY graph value to predict / predicted value 

 Clustering 

1. Intra-class variance, interclass 
2. Number of cut bow 

You are therefore entering an optimization phase based on 
an inevitably iterative approach. Here are some ways to 
improve and / or optimize: 

 Algorithm change 
 The distribution of tests / entraintement is coherent, 

homogeneous? 
 Add / delete variables 
 Grouping of values: add averages, sum, number in 

groups. 
 Add / delete rows (with new data sources) 
 Adjustment of hyper-parameters 
 Add combinations of variables difficult to learn for a 

model like a ratio 
 Aggregate over longer periods (eg 1 month for a dai-

ly granularity) can be a good track 
 Use the output of another machine learning model. 
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 Look for information that could help a model correct 
errors 

2.5. Step N° 6: Deployment 

Your model is ready. It is efficient and can adapt to all situa-
tions. You can now deploy it through an API or integrate it 
directly into a computer program (Buitinck, 2013). Be careful 
because by nature a model can not live forever (it is indeed 
based on a learning on data and the data evolve constantly). It 
is therefore necessary to plan to check regularly. 

3 Conclusion 

This manuscript was intended to provide the steps to be fol-
lowed in Machine Learning projects. We were able to know 
that such projects can not be carried out classically because 
learning modeling differs completely from strict programming 
based on rules and exceptions. However, there are several 
methods to succeed ML projects such as the CRISP method 
that seems to be the most suitable for conducting Big Data 
projects, provided that it is applied in its entirety. Indeed, no 
stage is superfluous, only the time spent on each of them can 
vary from one project to another, even from one iteration to 
another and the studies carried out in this field affirm that no 
methodology is perfect, and the key to success will always lie 
in the constant involvement of the businesses for a continuous 
improvement of the final product. After all, as the statistician 
George E. P.BOX said : "All models are wrong, but some are 
useful". 
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